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# LEFT AND RIGHT DRAZIN INVERTIBILITY OF OPERATOR MATRICES 

KOUIDER MILOUD HOCINE<br>Communicated by B. Kuzma

Abstract. When $A \in \mathcal{B}(\mathcal{H})$ and $B \in \mathcal{B}(\mathcal{K})$ are given, we denote by $M_{C}$ the operator on the Hilbert space $\mathcal{H} \oplus \mathcal{K}$ of the form $M_{C}=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$. In this paper, the closedness of ranges and left (resp. right) Drazin invertibility of upper triangular operator matrices $M_{C}$ are investigated.

## 1. Introduction and preliminaries

Throughout this paper, let $\mathcal{H}$ and $\mathcal{K}$ be infinite-dimensional separable complex Hilbert spaces and let $\mathcal{B}(\mathcal{H}, \mathcal{K})$ denote the set of bounded linear operators from $\mathcal{H}$ to $\mathcal{K}$. If $\mathcal{H}=\mathcal{K}$, then $\mathcal{B}(\mathcal{H}, \mathcal{H})$ will be written by $\mathcal{B}(\mathcal{H})$. For given $A \in \mathcal{B}(\mathcal{H})$, $B \in \mathcal{B}(\mathcal{K})$, and $C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$, we denote by $M_{C}$ an operator acting on $\mathcal{H} \oplus \mathcal{K}$ of the form

$$
M_{C}=\left(\begin{array}{cc}
A & C  \tag{1.1}\\
0 & B
\end{array}\right) .
$$

Various types of invertibility and regularity have been considered in literature of an upper triangular operator matrix (1.1) as well as various types of spectra of $M_{C}$, where $\mathcal{H}, \mathcal{K}$ are separable Hilbert or Banach spaces. One can see [1-8,14-18] and the references therein for recent reviews on this topic. This paper is devoted to the study the left and right Drazin invertibility of $M_{C}$ for some $C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$.

For $A \in \mathcal{B}(\mathcal{H})$, write $\mathcal{N}(A)$ for the kernel of $A$ and $\mathcal{R}(A)$ for the range of $A$, and the ascent $a(A)$ and the descent $d(A)$ of $A$ are given by $a(A)=\inf \{n \geq$ $\left.0: \mathcal{N}\left(A^{n}\right)=\mathcal{N}\left(A^{n+1}\right)\right\}$ and $d(A)=\inf \left\{n \geq 0: \mathcal{R}\left(A^{n}\right)=\mathcal{R}\left(A^{n+1}\right)\right\}$. Clearly, $a(A)=0$ if and only if $A$ is injective, and $d(A)=0$ if and only if $A$ is surjective.

[^0]If both $a(A)$ and $d(A)$ are finite, then $A$ is said to be Drazin invertible, and its Drazin inverse is denoted by $A^{D}$. It follows from [13, Theorem 2.3] that $A^{D}$ is unique and $A$ has a unique decomposition $A_{1} \oplus A_{2}$, where $A_{1}$ is an invertible operator and $A_{2}$ is a nilpotent one. An operator $A \in \mathcal{B}(\mathcal{H})$ is left Drazin invertible if $a(A)<\infty$ and $\mathcal{R}\left(A^{a(A)+1}\right)$ is closed. An operator $A \in \mathcal{B}(\mathcal{H})$ is right Drazin invertible if $d(A)<\infty$ and $\mathcal{R}\left(A^{d(A)}\right)$ is closed. The nullity and the deficiency of $A$ are defined respectively by $\alpha(A)=\operatorname{dim} \mathcal{N}(A)$ and $\beta(A)=\operatorname{dim} \mathcal{K} / \mathcal{R}(A)$. Here $I$ denotes the identity operator in $\mathcal{H}$.

A vast research can be found in literature devoted to the study of bounded linear operators with closed range. Their significance stems from the many applications they have, for example, in the spectral study of differential operators or in the context of perturbation theory, but also from the important role they play when it comes to purely theoretical considerations. In this paper, we prove the closedness of $\mathcal{R}\left(M_{C}^{n}\right)$ for $n \in \mathbb{N}$ which is used to give a sufficient conditions for $M_{C}$ to be left (resp. right) Drazin invertible.

## 2. Closedness of range of the operator $M_{C}^{n}$

In the following section, we find the relationship of the closedness among the ranges $\mathcal{R}\left(A^{n}\right), \mathcal{R}\left(B^{n}\right)$ and $\mathcal{R}\left(M_{C}^{n}\right)$ for $n \in \mathbb{N}$ in the operator matrix $M_{C}^{n}$. We begin with some lemmas.

Lemma 2.1 (see [10]). If $A \in \mathcal{B}(\mathcal{H})$, then the following statements hold:
(1) If $D \in \mathcal{B}(\mathcal{H})$, is finite rank, then $\mathcal{R}(A+D)$ is closed if and only if $\mathcal{R}(A)$ is closed.
(2) If $M$ and $N$ are invertible operators, then $\mathcal{R}(M A N)$ is closed if and only if $\mathcal{R}(A)$ is closed.
(3) If $N$ is an invertible operator, then $\mathcal{R}(A N)=\mathcal{R}(A)$.

Lemma 2.2 (see [10]). If $A \in \mathcal{B}(\mathcal{H}, \mathcal{K})$, then the following statements are equivalent:
(1) $\mathcal{R}(A)$ is closed.
(2) $\mathcal{R}\left(A A^{*}\right)$ is closed.
(3) $\mathcal{R}(A)=\mathcal{R}\left(A A^{*}\right)$.
(4) $\mathcal{R}\left(A^{*}\right)$ is closed.
(5) $\mathcal{R}\left(A^{*} A\right)$ is closed.
(6) $\mathcal{R}\left(A^{*}\right)=\mathcal{R}\left(A^{*} A\right)$.

Proposition 2.3. Let $A \in \mathcal{B}(\mathcal{H}), B \in \mathcal{B}(\mathcal{K})$ and $C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ be given operators such that $\mathcal{R}\left(A^{n}\right)$ is closed for any $n \in \mathbb{N}$ and $\beta\left(A^{n}\right)=\infty$. Then $\mathcal{R}\left(M_{C}^{n}\right)$ is closed.

Proof. For any $n \in \mathbb{N}$, we have

$$
M_{C}^{n}=\left[\begin{array}{cc}
A^{n} & S \\
0 & B^{n}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{H} \\
\mathcal{K}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{H} \\
\mathcal{K}
\end{array}\right]
$$

Since $\beta\left(A^{n}\right)=\infty$, there exists an isometrically isomorphic linear operator $J: \mathcal{K} \rightarrow \mathcal{R}\left(A^{n}\right)^{\perp}$. Define an operator $S: \mathcal{K} \rightarrow \mathcal{H}$ by

$$
S:=\binom{J}{0}: \mathcal{K} \longrightarrow\binom{\mathcal{R}\left(A^{n}\right)^{\perp}}{\mathcal{R}\left(A^{n}\right)}
$$

Let $\binom{x_{k}}{y_{k}}_{k \in \mathbb{N}} \subset \mathcal{H} \oplus \mathcal{K}$ such that $M_{C}^{n}\binom{x_{k}}{y_{k}} \longrightarrow\binom{u}{v}$. Then $A^{n} x_{k}+S y_{k} \rightarrow u$ and $B^{n} y_{k} \rightarrow v$. We have $S y_{k} \in \mathcal{R}\left(A^{n}\right)^{\perp}$. Then $\left(A^{n} x_{k}+S y_{k}\right)_{k \in \mathbb{N}}$ is a Cauchy sequence in $\mathcal{R}\left(A^{n}\right)+\mathcal{R}\left(A^{n}\right)^{\perp}$. Thus $\left(A^{n} x_{k}\right)_{k \in \mathbb{N}}$ and $\left(S y_{k}\right)_{k \in \mathbb{N}}=\left(J y_{k}\right)_{k \in \mathbb{N}}$ are two Cauchy sequences. From this we deduce that $\left(y_{k}\right)_{k \in \mathbb{N}}$ is a Cauchy sequence.
Let $y_{k} \rightarrow y_{0}$ and let $A^{n} x_{k} \rightarrow A^{n} x_{0}$. Then $u=A^{n} x_{0}+S y_{0}$ and $v=B^{n} y_{0}$.
Hence $\binom{u}{v}=M_{C}^{n}\binom{x_{0}}{y_{0}} \in \mathcal{R}\left(M_{C}^{n}\right)$, which means that $\mathcal{R}\left(M_{C}^{n}\right)$ is closed.
Proposition 2.4. Let $A \in \mathcal{B}(\mathcal{H}), B \in \mathcal{B}(\mathcal{K})$ and $C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ be given operators such that $\mathcal{R}\left(B^{n}\right)$ is closed for any $n \in \mathbb{N}$ and $\alpha\left(B^{n}\right)=\infty$. Then $\mathcal{R}\left(M_{C}^{n}\right)$ is closed.
Proof. We consider the operator matrix

$$
M=\left(\begin{array}{cc}
B^{*} & C^{*}  \tag{2.1}\\
0 & A^{*}
\end{array}\right)
$$

Since $\alpha\left(B^{n}\right)=\beta\left(\left(B^{*}\right)^{n}\right)=\infty$ and $\mathcal{R}\left(B^{n}\right)$ is closed, then by Proposition 2.3 $\mathcal{R}\left(M^{n}\right)$ is closed. On the other hand, we have

$$
M_{C}^{*}=\left(\begin{array}{cc}
A^{*} & 0 \\
C^{*} & B^{*}
\end{array}\right)=T M T
$$

with $T=\left(\begin{array}{cc}0 & I \\ I & 0\end{array}\right)$ and $T^{-1}=T$.
Hence

$$
\left(M_{C}^{*}\right)^{n}=(T M T)(T M T) \ldots(T M T)=T M^{n} T
$$

We conclude that $\mathcal{R}\left(\left(M_{C}^{*}\right)^{n}\right)$ is closed. Thus $\mathcal{R}\left(M_{C}^{n}\right)$ is closed.

## 3. Left and right Drazin invertibility of $M_{C}$

Theorem 3.1. Let $A \in \mathcal{B}(\mathcal{H})$ be left Drazin invertible and let $B \in \mathcal{B}(\mathcal{K})$ such that
(i) $\beta\left(A^{p+1}\right)=\infty$, with $a(A)=p$,
(ii) there exists $C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ such that $\mathcal{N}(C) \subseteq \mathcal{N}(B)^{\perp}$ and $\mathcal{R}(C) \subseteq(\mathcal{R}(A)+$ $\left.\mathcal{N}\left(A^{p}\right)\right)^{\perp}$.
Then $M_{C}$ is left Drazin invertible.
Proof. Since $A$ is left Drazin invertible, then by Proposition 2.3 it follows that $\mathcal{R}\left(M_{C}^{p+1}\right)$ is closed. Now, we prove that $a\left(M_{C}\right)<\infty$. It is enough to prove that $\mathcal{N}\left(M_{C}^{p+1}\right) \subseteq \mathcal{N}\left(M_{C}^{p}\right)$. Let $\binom{x}{y} \in \mathcal{N}\left(M_{C}^{p+1}\right)$. Then

$$
\left\{\begin{array}{l}
A^{p+1} x+A^{p} C y+A^{p-1} C B y+\cdots+A C B^{p-1} y+C B^{p} y=0  \tag{3.1}\\
B^{p+1} y=0
\end{array}\right.
$$

Thus

$$
\begin{aligned}
A^{p+1} x+A^{p} C y+A^{p-1} C B y+\cdots+A C B^{p-1} y & =-C B^{p} y \in \mathcal{R}(A) \cap\left[\left(\mathcal{R}(A)+\mathcal{N}\left(A^{p}\right)\right)^{\perp}\right] \\
& \subseteq \mathcal{R}(A) \cap \mathcal{R}(A)^{\perp}=\{0\}
\end{aligned}
$$

Hence

$$
\left\{\begin{array}{l}
A^{p+1} x+A^{p} C y+A^{p-1} C B y+\cdots+A C B^{p-1} y=0,  \tag{3.2}\\
B^{p+1} y=0 \text { and } C B^{p} y=0, \text { then } B^{p} y \in \mathcal{N}(B) \cap \mathcal{N}(C) \subseteq \mathcal{N}(B) \cap \mathcal{N}(B)^{\perp}=\{0\} .
\end{array}\right.
$$

Thus $B^{p} y=0$. From the first equality in (3.2) we get
$A^{p} x+A^{p-1} C y+A^{p-2} C B y+\cdots+C B^{p-1} y \in \mathcal{N}(A)$.
Let $A^{p} x+A^{p-1} C y+A^{p-2} C B y+\cdots+C B^{p-1} y=x_{1}$, with $x_{1} \in \mathcal{N}(A)$. Then

$$
\left\{\begin{array}{l}
A^{p+1} x+A^{p} C y+A^{p-1} C B y+\cdots+A C B^{p-2} y-x_{1}+C B^{p-1} y=0  \tag{3.3}\\
B^{p} y=0
\end{array}\right.
$$

It induces that $A^{p} x+A^{p-1} C y+A^{p-2} C B y+\cdots+A C B^{p-2} y-x_{1}=-C B^{p-1} y \in$ $[\mathcal{R}(A)+\mathcal{N}(A)] \cap\left[\mathcal{R}(A)+\mathcal{N}\left(A^{p}\right)\right]^{\perp} \subseteq\left[\mathcal{R}(A)+\mathcal{N}\left(A^{p}\right)\right] \cap\left[\mathcal{R}(A)+\mathcal{N}\left(A^{p}\right)\right]^{\perp}=\{0\}$. This implies that $A^{p} x+A^{p-1} C y+A^{p-2} C B y+\cdots+A C B^{p-2} y-x_{1}=-C B^{p-1} y=0$. Therefore $A^{p} x+A^{p-1} C y+A^{p-2} C B y+\cdots+A C B^{p-2} y=x_{1}$ and $B^{p-1} y=0$.
Since $A^{p} x+A^{p-1} C y+A^{p-2} C B y+\cdots+A C B^{p-2} y=x_{1}$, then
$A^{p-1} x+A^{p-2} C y+A^{p-3} C B y+\cdots+C B^{p-2} y \in \mathcal{N}\left(A^{2}\right)$.
Let $A^{p-1} x+A^{p-2} C y+A^{p-3} C B y+\cdots+C B^{p-2} y=x_{2}$, with $x_{2} \in \mathcal{N}\left(A^{2}\right)$. Then

$$
\left\{\begin{array}{l}
A^{p-1} x+A^{p-2} C y+A^{p-3} C B y+\cdots+A C B^{p-3} y-x_{2}+C B^{p-2} y=0  \tag{3.4}\\
B^{p-1} y=0
\end{array}\right.
$$

If we continue this process, then we gets

$$
\left\{\begin{array}{l}
A^{2} x+A C y-x_{p-1}+C B y=0  \tag{3.5}\\
B^{2} y=0
\end{array}\right.
$$

where $x_{p-1} \in \mathcal{N}\left(A^{p-1}\right)$. Then there exists $x_{p} \in \mathcal{N}\left(A^{p}\right)$ such that

$$
\left\{\begin{array}{l}
A x+C y-x_{p}=0  \tag{3.6}\\
B y=0
\end{array}\right.
$$

Thus $A x-x_{p}=-C y \in\left[\mathcal{R}(A)+\mathcal{N}\left(A^{p}\right)\right] \cap\left[\mathcal{R}(A)+\mathcal{N}\left(A^{p}\right)\right]^{\perp}=\{0\}$. It follows that $x \in \mathcal{N}\left(A^{p+1}\right)=\mathcal{N}\left(A^{p}\right)$ and $y=0$, so $\binom{x}{y} \in \mathcal{N}\left(M_{C}^{p}\right)$. Since $\mathcal{N}\left(M_{C}^{p}\right) \subseteq \mathcal{N}\left(M_{C}^{p+1}\right)$ we get $a\left(M_{C}\right) \leq p$.

We know that the properties to be right (resp. left) Drazin invertible are dual each other. Then we have the following result.

Theorem 3.2. Let $A \in \mathcal{B}(\mathcal{H})$ and let $B \in \mathcal{B}(\mathcal{K})$ be right Drazin invertible such that
(i) $\alpha\left(B^{k}\right)=\infty$ with $d(B)=k$,
(ii) there exists $C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ such that $\mathcal{N}\left(A^{*}\right) \subseteq \overline{\mathcal{R}(C)}$ and $\left(\mathcal{N}(B) \cap \mathcal{R}\left(B^{k}\right)\right)^{\perp} \subseteq$ $\mathcal{N}(C)$.
Then $M_{C}$ is right Drazin invertible.

Proof. Since $B$ is right Drazin invertible, then $B^{*}$ is left Drazin invertible; so by Theorem 3.1, there exists $C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ such that

$$
M=\left(\begin{array}{cc}
B^{*} & C^{*} \\
0 & A^{*}
\end{array}\right) \quad \text { is left Drazin invertible. }
$$

By Proposition 2.4 we have $\mathcal{R}\left(M_{C}^{k}\right)$ is closed since $\mathcal{R}\left(M^{k}\right)$ is closed.
Let now $k=a(M)$ and let $x \in \mathcal{N}\left(\left(M_{C}^{*}\right)^{k}\right)$. Then $T M^{k} T x=0$. It follows that $M^{k} T x=0$. Hence $T\left(\mathcal{N}\left(\left(M_{C}^{*}\right)^{k}\right)\right) \subseteq \mathcal{N}\left(M^{k}\right)$. On the other hand, if $x \in$ $\mathcal{N}\left(M^{k}\right)$, then we obtain $T x \in \mathcal{N}\left(\left(M_{C}^{*}\right)^{k}\right)$. Therefore $T(T x) \in T\left(\mathcal{N}\left(\left(M_{C}^{*}\right)^{k}\right)\right)$. That is $x \in T\left(\mathcal{N}\left(\left(M_{C}^{*}\right)^{k}\right)\right)$, which implies that $T\left(\mathcal{N}\left(\left(M_{C}^{*}\right)^{k}\right)\right)=\mathcal{N}\left(M^{k}\right)$. Since $\mathcal{N}\left(M^{k}\right)=\mathcal{N}\left(M^{k+1}\right)$, then $T\left(\mathcal{N}\left(\left(M_{C}^{*}\right)^{k}\right)\right)=T\left(\mathcal{N}\left(\left(M_{C}^{*}\right)^{k+1}\right)\right)$. Thus $\mathcal{N}\left(\left(M_{C}^{*}\right)^{k}\right)=$ $\mathcal{N}\left(\left(M_{C}^{*}\right)^{k+1}\right)$. It shows that $a\left(M_{C}^{*}\right) \leq k<\infty$. Hence $d\left(M_{C}\right)<\infty$, and $M_{C}$ is a right Drazin invertible operator.

In the next result, we present the right Drazin invertibility of $M_{C}$ via the injectivity of $A$.

Theorem 3.3. Let $A \in \mathcal{B}(\mathcal{H})$ and let $B \in \mathcal{B}(\mathcal{K})$ be right Drazin invertible such that
(i) $A$ is injective and $\mathcal{R}(A)$ is closed
(ii) there exists $C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ such that $\mathcal{N}\left(A^{*}\right) \subseteq \overline{\mathcal{R}(C)}$ and $\left(\mathcal{N}(B) \cap \mathcal{R}\left(B^{k}\right)\right)^{\perp} \subseteq$ $\mathcal{N}(C)$ with $d(B)=k$.
Then $M_{C}$ is right Drazin invertible.
Proof. Since $B$ is right Drazin invertible, where $d(B)=k$ and $C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ satisfies (ii), it follows that $d\left(M_{C}\right)=k$. Now, consider the operator $M$ given in (2.1). If $A$ is injective with closed range, then $A^{*}$ is surjective and so is $\left(A^{*}\right)^{k}$. So, $\mathcal{R}\left(M^{k}\right)=\mathcal{R}\left(\left(B^{*}\right)^{k}\right) \oplus \mathcal{H}$. Thus $\mathcal{R}\left(M^{k}\right)$ is closed, and hence $\mathcal{R}\left(M_{C}^{k}\right)$ is closed. We conclude that $M_{C}$ is a right Drazin invertible operator.
by taking adjoint in Theorem 3.3, we have the following result.
Theorem 3.4. Let $A \in \mathcal{B}(\mathcal{H})$ be left Drazin invertible and let $B \in \mathcal{B}(\mathcal{K})$ such that
(i) $B$ is surjective,
(ii) there exists $C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ such that $\mathcal{N}(C) \subseteq \mathcal{N}(B)^{\perp}$ and $\mathcal{R}(C) \subseteq(\mathcal{R}(A)+$ $\left.\mathcal{N}\left(A^{k}\right)\right)^{\perp}$.
Then $M_{C}$ is left Drazin invertible.
We end the section with an example illustrating Theorems 3.1-3.3.
Example 3.5. Let $A \in \mathcal{B}(\mathcal{H})$ be a left Drazin invertibe operator with $a(A)=p$ defined by $A=A_{1} \oplus 0$, where $A_{1}$ is a left invertible operator and let $B=A^{*}$. Then $B=B_{1} \oplus 0$ with $B_{1}$ is a right invettible operator. Let $\left\{f_{i}\right\}_{i=1}^{\infty}$ be an orthonormal basis of $\mathcal{R}\left(A^{n}\right)^{\perp}$ for $n \geq p$. Since $\mathcal{R}\left(A^{n}\right)$ is closed then $\beta\left(A^{n}\right)=\operatorname{dim} \mathcal{R}\left(A^{n}\right)^{\perp}$. From $\operatorname{dim} \mathcal{R}\left(A^{n}\right)^{\perp}=\infty$ we have $\operatorname{dim}\left(\mathcal{R}\left(A^{n}\right)+\mathcal{N}\left(A^{p}\right)\right)^{\perp}=\infty$. On the other hand, $\beta\left(A^{n}\right)=\operatorname{dim} \mathcal{N}\left(\left(A^{*}\right)^{n}\right)=\operatorname{dim} \mathcal{N}\left(B^{n}\right)=\infty$. There exist an isometry $T$
from $\mathcal{N}\left(B^{n}\right)$ into $\left(\mathcal{R}\left(A^{n}\right)+\mathcal{N}\left(A^{p}\right)\right)^{\perp}$. Define $C: \mathcal{K} \rightarrow \mathcal{H}$ by

$$
C=\left(\begin{array}{ll}
T & 0 \\
0 & 0
\end{array}\right):\binom{\mathcal{N}\left(B^{n}\right)}{\mathcal{N}\left(B^{n}\right)^{\perp}} \longrightarrow\binom{\left(\mathcal{R}\left(A^{n}\right)+\mathcal{N}\left(A^{p}\right)\right)^{\perp}}{\mathcal{R}\left(A^{n}\right)+\mathcal{N}\left(A^{p}\right)} .
$$

In this case, the upper-triangular operator matrix $M_{C}$ has the operator matrix

$$
M_{C}=\left(\begin{array}{cccc}
A_{1} & 0 & T & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & B_{1} & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Observe that $\mathcal{N}(C)=\{0\} \oplus \mathcal{N}\left(B^{n}\right)^{\perp} \sim \mathcal{N}\left(B^{n}\right)^{\perp} \subseteq \mathcal{N}(B)^{\perp}$ and $\mathcal{R}(C) \subseteq$ $\left(\mathcal{R}\left(A^{n}\right)+\mathcal{N}\left(A^{p}\right)\right)^{\perp}$. Hence $a\left(M_{C}\right) \leq p$, and $M_{C}$ is a left Drazin invertible operator.

## 4. Application to a spectral boundary value matrix problem

This section is devoted to the study of boundary value problems described by an upper triangular operator matrices $(2 \times 2)$ acting in Hilbert spaces with a complex spectral parameter $\lambda$,

$$
(\mathcal{P})\left\{\begin{array}{l}
\left(U_{L}-\lambda M_{C}\right) w=F \\
\Gamma w=\Phi
\end{array}\right.
$$

where $F$ and $\Phi$ are given and $U_{L}$ is the matrix operator defined on $\mathcal{H} \oplus \mathcal{K}$ by

$$
U_{L}=\left(\begin{array}{cc}
U_{1} & L \\
0 & U_{2}
\end{array}\right)
$$

with a given linear operator $L: K \longrightarrow H$. We first define the boundary value problem $(\mathcal{P})$ by ordered pairs $\left(U_{L}, M_{C}\right)$ of an upper triangular operator matrix $M_{C}$, where $U_{L}$ is right Drazin invertible, and we construct the adapted boundary operator $\Gamma$ of $U_{L}$. We prove the existence of a unique solution of $(\mathcal{P})$, and we give an explicit expression for this solution. Before this down, we define the boundary operator for right Drazin invertible operator.

If $A^{r d}$ is the right Drazin inverse of the operator $A$, then

$$
\begin{equation*}
\mathcal{R}\left(A^{m}\right)=\mathcal{R}\left(A^{r d}\right) \oplus \mathcal{N}\left(A^{m+1}\right), \quad \text { with } \quad d(A)=m<\infty \tag{4.1}
\end{equation*}
$$

Definition 4.1 (see [12]). The operator $\Gamma: \mathcal{H} \rightarrow E$ is said to be an initial boundary operator for a right Drazin invertible operator $A$ corresponding to its right Drazin inverse $A^{r d}$ if
(i) $\Gamma A^{\text {rd }}=0$ on $\mathcal{H}$,
(ii) there exists an operator $\Pi: E \rightarrow \mathcal{H}$ such that $\Gamma \Pi=I_{E}$ and $\mathcal{R}(\Pi)=$ $\mathcal{N}\left(A^{m+1}\right)$ with $m=d(A)<\infty$.
Proposition 4.2 (see [11]). Let $A, B \in \mathcal{B}(\mathcal{H})$. Then $(I-\lambda A B)$ is invertible if and only if $(I-\lambda B A)$ is invertible for all $\lambda \neq 0$.

In this case, we have

$$
\begin{equation*}
(I-\lambda B A)^{-1}=I+\lambda B(I-\lambda A B)^{-1} A \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
(I-\lambda A B)^{-1}=I+\lambda A(I-\lambda B A)^{-1} B \tag{4.3}
\end{equation*}
$$

Corollary 4.3. Let $A, B \in \mathcal{B}(\mathcal{H})$. If $\lambda^{-1} \in \rho(A B)$, then

$$
(I-\lambda A B)^{-1} A=A(I-\lambda B A)^{-1}
$$

In the following proposition, we construct the boundary operator for a Drazin invertible upper triangular matrix operator.
Proposition 4.4. Let $U_{L}=\left(\begin{array}{cc}U_{1} & L \\ 0 & U_{2}\end{array}\right)$ be defined on $\mathcal{H} \oplus \mathcal{K}$. Assume that $U_{1}^{r d}$ and $U_{2}^{r d}$ are right Drazin inverses of $U_{1}$ and $U_{2}$, respectively. Also, $\Gamma_{1}$ and $\Gamma_{2}$ are boundary operators for $U_{1}$ and $U_{2}$ with the boundary spaces $E$ and $Z$, respectively. If $\mathcal{N}\left(U_{2}^{m+1}\right) \subset \mathcal{N}\left(L^{m+1}\right)$ with $m=\max \left(d\left(U_{1}\right), d\left(U_{2}\right)\right)$, then the operator $\Gamma=\left(\begin{array}{ll}\Gamma_{1} & 0 \\ 0 & \Gamma_{2}\end{array}\right)$ from $\mathcal{H} \oplus \mathcal{K}$ into $E \oplus Z$ is a boundary operator for $U_{L}$.

Proof. We observe that $\Gamma_{1} U_{1}^{r d}=0, \Gamma_{2} U_{2}^{r d}=0$, and there exist $\Pi_{1}: E \longrightarrow \mathcal{H}$ and $\Pi_{2}: Z \longrightarrow \mathcal{K}$ such that $\Gamma_{1} \Pi_{1}=I_{E}, \quad \mathcal{R}\left(\Pi_{1}\right)=\mathcal{N}\left(U_{1}^{m+1}\right)$ and $\Gamma_{2} \Pi_{2}=$ $I_{Z}, \quad \mathcal{R}\left(\Pi_{2}\right)=\mathcal{N}\left(U_{2}^{m+1}\right)$. Denote by $\Pi=\left(\begin{array}{ll}\Pi_{1} & 0 \\ 0 & \Pi_{2}\end{array}\right): E \oplus Z \longrightarrow X \oplus Y$.
Since $U_{1}$ and $U_{2}$ are right Drzain invertible, then so is $U_{L}$. Let $U_{L}^{r d}$ the right Drazin inverse of $U_{L}$. Then $\mathcal{R}\left(U_{L}^{r d}\right)=\mathcal{R}\left(U_{1}^{r d}\right) \oplus \mathcal{R}\left(U_{2}^{\text {rd }}\right) \subset \mathcal{N}\left(\Gamma_{1}\right) \oplus \mathcal{N}\left(\Gamma_{2}\right)=\mathcal{N}(\Gamma)$. Hence $\Gamma U_{L}^{r d}=0$ and $\Gamma \Pi=I_{E \oplus Z}$.
The condition $\mathcal{N}\left(U_{2}^{m+1}\right) \subset \mathcal{N}\left(L^{m+1}\right)$ implies that $\mathcal{R}(\Pi)=\mathcal{N}\left(U_{L}^{m+1}\right)$.
Let $A$ and $B$ be given linear operators on Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, and consider the operator $M_{C}$ defined on $\mathcal{H} \oplus \mathcal{K}$ by

$$
M_{C}=\left(\begin{array}{cc}
A & C \\
0 & B
\end{array}\right)
$$

where $C$ is a linear operator from $\mathcal{H}$ into $\mathcal{K}$. According to Proposition 4.4, we define the following spectral boundary value matrix problem for unknown $w \in$ $\mathcal{R}\left(U_{1}^{m}\right) \times \mathcal{R}\left(U_{2}^{m}\right)$ by

$$
(\mathcal{P})\left\{\begin{array}{l}
\left(U_{L}-\lambda M_{C}\right) w=F \\
\Gamma w=\Phi
\end{array}\right.
$$

where $F \in \mathcal{R}\left(U_{1}^{m}\right) \times \mathcal{R}\left(U_{2}^{m}\right), \Phi \in E \times Z$ and $\lambda \in \mathbb{C}$ is a spectral parameter. We denote $\mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right]=\left(I_{\mathcal{H}}-\lambda U_{1}^{r d} A\right)^{-1}$ and $\mathbf{R}_{\lambda}\left[U_{2}^{r d} A\right]=\left(I_{\mathcal{K}}-\lambda U_{2}^{r d} B\right)^{-1}, U_{1}^{r d}$ and $U_{2}^{r d}$ are right Drazin inverses of $U_{1}$ and $U_{2}$, respectively.

Our purpose is to establish the existence and uniqueness of solutions for the boundary value problem $(\mathcal{P})$. In the theorem below, we give an explicit expression for the solution of the problem $(\mathcal{P})$.
Theorem 4.5. If $\lambda^{-1} \in \rho\left(U_{1}^{r d} A\right) \cap \rho\left(U_{2}^{r d} B\right)$, then the boundary value problem $(\mathcal{P})$ is uniquely solvable for any $F \in \mathcal{H} \times \mathcal{K}$ and $\Phi \in E \times Z$ and the solution is given by

$$
w_{\lambda}^{F, \Phi}=G_{L, C}\left(U_{L}^{r d} F+\Pi \Phi\right),
$$

where

$$
U_{L}^{r d}=\left(\begin{array}{cc}
U_{1}^{r d} & 0 \\
0 & U_{2}^{r d}
\end{array}\right)
$$

and

$$
G_{L, C}=\left(\begin{array}{cc}
\mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right] & -U_{1}^{r d} \mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right](L-\lambda C) \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] \\
0 & \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right]
\end{array}\right) .
$$

Proof. We show that $\left(U_{L}-\lambda M_{C}\right) w_{\lambda}^{F, \Phi}=F$. We have

$$
\left(U_{L}-\lambda M_{C}\right) w_{\lambda}^{F, \Phi}=\left(U_{L}-\lambda M_{C}\right) G_{L, C} U_{L}^{D} F+\left(U_{L}-\lambda M_{C}\right) G_{L, C} \Pi \Phi
$$

Then

$$
\begin{aligned}
&\left(U_{L}-\lambda M_{C}\right) G_{L, C} U_{L}^{r d} F= \\
&=\left(U_{L}-\lambda M_{C}\right)\left(\begin{array}{cc}
\mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right] & -U_{1}^{r d} \mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right](L-\lambda C) \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] \\
0 & \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right]
\end{array}\right)\binom{U_{1}^{r d} f_{1}}{U_{2}^{r d} f_{2}} \\
&=\left(\begin{array}{cc}
\left(U_{1}-\lambda A\right) & (L-\lambda C) \\
0 & \left(U_{2}-\lambda B\right)
\end{array}\right) \\
& \times\binom{\mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right] U_{1}^{r d} f_{1}-U_{1}^{r d} \mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right](L-\lambda C) \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] U_{2}^{r d} f_{2}}{\mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] U_{2}^{r d} f_{2}} \\
&=\binom{\left.\left(U_{1}-\lambda A\right) U_{1}^{r d} \mathbf{R}_{\lambda}\left[A U_{1}^{r d}\right]\right]_{1}}{\left(U_{2}-\lambda B\right) U_{2}^{r d} \mathbf{R}_{\lambda}\left[B U_{2}^{r d}\right] f_{2}}=F,
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(U_{L}-\lambda M_{C}\right) G_{L, C} \Pi \Phi= \\
& =\left(\begin{array}{c}
\left(U_{1}-\lambda A\right)\left[\mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right] \Pi_{1} \varphi_{1}-U_{1}^{r d} \mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right](L-\lambda C) \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] \Pi_{2} \varphi_{2}\right] \\
+(L-\lambda C) \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] \Pi_{2} \varphi_{2} \\
\left(U_{2}-\lambda B\right) \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] \Pi_{2} \varphi_{2}
\end{array}\right) \\
& =\binom{\left(U_{1}-\lambda A\right) \mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right] \Pi_{1} \varphi_{1}}{\left(U_{2}-\lambda B\right) \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] \Pi_{2} \varphi_{2}} \\
& =\binom{\left(U_{1}-\lambda A\right)\left[I_{\mathcal{H}}+\lambda U_{1}^{r d} \mathbf{R}_{\lambda}\left[A U_{1}^{r d}\right] A\right] \Pi_{1} \varphi_{1}}{\left(U_{2}-\lambda B\right)\left[I_{\mathcal{K}}+\lambda U_{2}^{r d} \mathbf{R}_{\lambda}\left[B U_{2}^{r d}\right] B\right] \Pi_{2} \varphi_{2}} \\
& =\binom{\left(U_{1}-\lambda A\right) \Pi_{1} \varphi_{1}+\lambda A \Pi_{1} \varphi_{1}}{\left(U_{2}-\lambda B\right) \Pi_{2} \varphi_{2}+\lambda B \Pi_{2} \varphi_{2}}=\binom{0}{0},
\end{aligned}
$$

since $\mathcal{R}\left(\Pi_{1}\right)=\mathcal{N}\left(U_{1}^{m+1}\right)$ and $\mathcal{R}\left(\Pi_{2}\right)=\mathcal{N}\left(U_{2}^{m+1}\right)$.
Using the fact that $\Gamma_{1} U_{1}^{r d}=0$ and $\Gamma_{2} U_{2}^{r d}=0$, we get

$$
\begin{aligned}
\Gamma w_{\lambda}^{F, \Phi}= & \Gamma G_{L, C}\left(U_{L}^{r d} F+\Pi \Phi\right) \\
= & \left(\begin{array}{cc}
\Gamma_{1} & 0 \\
0 & \Gamma_{2}
\end{array}\right)\binom{\mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right] U_{1}^{r d} f_{1}-U_{1}^{r d} \mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right](L-\lambda C) \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] U_{2}^{r d} f_{2}}{\mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] U_{2}^{r d} f_{2}} \\
& +\left(\begin{array}{cc}
\Gamma_{1} & 0 \\
0 & \Gamma_{2}
\end{array}\right)\binom{\mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right] \Pi_{1} \varphi_{1}-U_{1}^{r d} \mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right](L-\lambda C) \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] \Pi_{2} \varphi_{2}}{\mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] \Pi_{2} \varphi_{2}} \\
= & \binom{\Gamma_{1} \mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right] \Pi_{1} \varphi_{1}-\Gamma_{1} U_{1}^{r d} \mathbf{R}_{\lambda}\left[U_{1}^{r d} A\right](L-\lambda C) \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] \Pi_{2} \varphi_{2}}{\Gamma_{2} \mathbf{R}_{\lambda}\left[U_{2}^{r d} B\right] \Pi_{2} \varphi_{2}} \\
= & \binom{\Gamma_{1}\left[I_{\mathcal{H}}+\lambda U_{1}^{r d} \mathbf{R}_{\lambda}\left[A U_{1}^{r d}\right] A\right] \Pi_{1} \varphi_{1}}{\Gamma_{2}\left[I_{\mathcal{K}}+\lambda U_{2}^{r d} \mathbf{R}_{\lambda}\left[B U_{2}^{r d}\right] B\right] \Pi_{2} \varphi_{2}} \\
= & \binom{\Gamma_{1} \Pi_{1} \varphi_{1}}{\Gamma_{2} \Pi_{2} \varphi_{2}}=\Phi .
\end{aligned}
$$

The uniqueness of the solution of $(\mathcal{P})$ follows from standard arguments. That is, if $w_{1}, w_{2} \in \mathcal{R}\left(U_{1}^{m}\right) \times \mathcal{R}\left(U_{2}^{m}\right)$ are two solutions of $(\mathcal{P})$, then $w_{0}=w_{1}-w_{2}=\binom{u_{0}}{v_{0}}=$ $\binom{U_{1}^{r d} f_{0}+\Pi_{1} \varphi_{0}}{U_{2}^{r d} g_{0}+\Pi_{2} \psi_{0}}$ for $\left(f_{0}, g_{0}\right) \in \mathcal{R}\left(U_{1}^{m}\right) \times \mathcal{R}\left(U_{2}^{m}\right), \varphi_{0} \in E$ and $\psi_{0} \in Z$. Thus,

$$
\left\{\begin{array}{l}
\left(U_{L}-\lambda M_{C}\right) w_{0}=0, \\
\Gamma w_{0}=0 .
\end{array}\right.
$$

Since $\Gamma_{1} U_{1}^{r d}=0, \Gamma_{2} U_{2}^{r d}=0$ and $\Gamma \Pi=I_{E \oplus Z}$, we deduce that $\binom{\varphi_{0}}{\psi_{0}}=\binom{0}{0}$. Then $u_{0}=U_{1}^{r d} f_{0}$ and $v_{0}=U_{2}^{r d} g_{0}$. So,

$$
\begin{aligned}
0=\left(U_{L}-\lambda M_{C}\right) w_{0} & =\left(\begin{array}{cc}
\left(U_{1}-\lambda A\right) & (L-\lambda C) \\
0 & \left(U_{2}-\lambda B\right)
\end{array}\right)\binom{U_{1}^{r d} f_{0}}{U_{2}^{r d} g_{0}} \\
& =\binom{\left(U_{1}-\lambda A\right) U_{1}^{r d} f_{0}+(L-\lambda C) U_{2}^{r d} g_{0}}{\left(U_{2}-\lambda B\right) U_{2}^{r d} g_{0}} .
\end{aligned}
$$

Then, $f_{0}=g_{0}=0$, since $\lambda^{-1} \in \rho\left(U_{1}^{r d} A\right) \cap \rho\left(U_{2}^{r d} B\right)$. Hence $w_{1}=w_{2}$ and the uniqueness is proved.

Acknowledgement. The author first like to thank the reviewers and the editor for valuable remarks and comments, which significantly contributed to the quality of the paper. This work was supported by the Laboratory of Fundamental and Applicable Mathematics of Oran (LMFAO) and the Algerian research project: PRFU, no. C00L03ES310120220001.

## References

1. X.H. Cao, M.Z. Guo and B. Meng, Drazin spectrum and Weyl's theorem for operator matrices, J. Math. Res. Exposition 26 (2006), no. 3, 413-422.
2. D.S. Cvetković-Ilić and D.V. Pavlović, Drazin invertibility of upper triangular operator matrices, Linear Multilinear Algebra 66 (2018), no. 2, 260-267.
3. S.V. Djordjević and B.P. Duggal, Drazin invertibility of the diagonal of an operator, Linear Multilinear Algebra 60 (2012), no. 1, 65-71.
4. H.K. Du and J. Pan, Perturbation of spectrum of $2 \times 2$ operator matrices, Proc. Amer. Math. Soc. 121 (1994), no. 3, 761-766.
5. G.L. Han and A. Chen, On the right (left) invertible completions for operator matrices, Integral Equations Operator Theory, 67 (2011) 79-93.
6. G.L. Han and A. Chen, Perturbations of the right and left spectra for operator matrices, J. Operator Theory, 67 (2012) 207-214.
7. J.K. Han, H.Y. Lee and W.Y. Lee, Invertible completions of $2 \times 2$ upper triangular operator matrices, Proc. Amer. Math. Soc. 128 (1999), no. 1, 119-123.
8. I.S. Hwang and W.Y. Lee, The boundedness below of $2 \times 2$ upper triangular operator matrices, Integral Equations Operator Theory, 39 (2001) 267-276.
9. M.A. Kaashoek and D.C. Lay, Ascent, descent, and commuting perturbations, Trans. Amer. Math. Soc. 169 (1972) 35-47.
10. T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, New York, 1966.
11. N. Khaldi, M. Benharrat and B. Messirdi, On the spectral boundary value problems and boundary approximate controllability of linear systems, Rend. Circ. Mat. Palermo 63 (2014) 141-153.
12. N. Khaldi, M. Benharrat and B. Messirdi, Linear boundary-value problems described by Drazin invertible operators, Math. Notes 101 (2017) 994-999.
13. J.J. Koliha and T.D. Tran, The Drazin inverse for closed linear operators and the asymptotic convergence of $C_{0}$-semigroups, J. Operator Theory 46 (2001), no. 2, 323-336..
14. W.Y. Lee, Weyl spectra of operator matrices, Proc. Amer. Math. Soc. 129 (2000), no. 1, 131-138.
15. Y. Li, X.H. Sun and H.K. Du, The intersection of left (right) spectra of $2 \times 2$ upper triangular operator matrices, Linear Algebra Appl. 418 (2006) 112-121.
16. S.F. Zhang, H.J. Zhong and Q.F. Jiang, Drazin spectrum of operator matrices on the Banach space, Linear Algebra Appl. 429 (2008) 2067-2075.
17. Y.N. Zhang, H.J. Zhong and L.Q. Lin, Browder spectra and essential spectra of operator matrices, Acta Math. Sinica 24 (2008), no. 6, 947-954.
18. S.F. Zhang, H.J. Zhong and L.Q. Lin, Generalized Drazin spectrum of operator matrices, Appl. Math. J. Chinese Univ. Ser. B 29 (2014), no. 2, 162-170.

Department of Mathematics, University of Sciences and Technology of Oran, Mohammed Boudiaf, USTO, Oran, Algeria.
Laboratory of Fundamental and Applicable Mathematics of Oran (LMFAO).
Email address: miloud.houcine.k@gmail.com, miloudhocine.kouider@univ-usto.dz


[^0]:    Date: Received: 02 January 2023; Revised: 3 November 2023; Accepted: 9 January 2024.
    2020 Mathematics Subject Classification. Primary 47A10; Secondary 47A50.
    Key words and phrases. Bounded operators, range, left Drazin invertible operators, right Drazin invertible operators, operator matrix.

